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Abstract
The Main Injector was commissioned using data acqui-

sition systems developed for the Fermilab Main Ring in
the 1980s. New VME-based instrumentation was commis-
sioned in 2006 for beam loss monitors (BLM), which pro-
vided a more systematic study of the machine and improved
displays of routine operation. However, current projects
are demanding more data and at a faster rate from this ag-
ing hardware. One such project, Real-time Edge AI for
Distributed Systems (READS), requires the high-frequency,
low-latency collection of synchronized BLM readings from
around the approximately two-mile accelerator complex.
Significant work has been done to develop new hardware
to monitor the VME backplane and broadcast BLM mea-
surements over Ethernet, while not disrupting the existing
operations-critical functions of the BLM system. This pa-
per will detail the design, implementation, and testing of
this parallel data pathway.

INTRODUCTION
The Real-time Edge AI for Distributed Systems

(READS) project is a collaboration between the Fermilab
Accelerator Division and Northwestern University. The
project has two objectives: 1) to create a real-time beam
loss de-blending system for the Main Injector (MI) and
Recycler (RR) utilizing machine learning (ML) [2], and
2) to implement ML into the future Delivery Ring slow
spill regulation system for the Mu2e experiment [3, 4].
This paper focuses on the creation of the data acquisition
architecture, capable of data streams into both training
sets and firmware implementation of ML models across
a distributed network. The details of the ML model and
the progress of disentangling the loss sources are not the
topic of this paper but are described in detail within our
conference sister paper [5].
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BLM Data Collection
Beam loss monitors (BLMs) consist of a distributed net-

work of VME front ends (or “nodes”), which captures
spatially-identifiable and time-correlated ionizing radiation
measurements from 259 argon-gas ionizing chambers, or
BLM detectors, installed around the MI and RR[6]. BLM
systems report, on a logarithmic scale, losses for all BLM
detectors at various times throughout a cycle.

To achieve this, charges measured from the BLMs detec-
tors are integrated in 21 µs periods. These periods are used
to construct three different sliding sums with user-defined
time scales: 3 ms, 50 ms, and 1 s [7]. The sliding sums are
transmitted via a VME crate controller card to ACNET, Fer-
milab’s accelerator control system [8], for display and anal-
ysis. Simultaneously, these sums also drive primary inputs
to a beam abort system, which compares the reported charge
readouts and sliding sum values with beam loss abort thresh-
old values for the MI [6].

Currently, the abort system struggles to distinguish and
disentangle the source of the beam losses. This is because
1) MI and RR share an enclosure, 2) both machines can and
do often have high-intensity beam in them simultaneously,
and 3) both machines can generate significant beam loss.
Accelerator operators use their expertise to determine the
origin of a loss from a beam loss pattern. The process is
not automatic, and the manual analysis creates unnecessary
downtime. The READS project aims to deploy a ML model
that will infer in real-time the machine loss origin.

Having training sets with the appropriate temporal and
spatial resolution is paramount for the development of an
accurate, realistic ML model. Unfortunately, the current
BLM readout system presents a bottleneck for data collec-
tion and limits the reaction time for the ML model. Al-
though BLM measurements update at 333 Hz (i.e., 3 ms in-
tegration period), the BLM readout system can only pro-
vide a maximum data rate of 30 Hz. Furthermore, the in-
terface between the BLM and the abort system imposes
operations-critical restrictions on any modifications to the
existing BLM system. These reasons were the key moti-
vations for developing an alternative solution through the
VME Reader cards.
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Figure 1: VME Reader card packet capture scheme.

VME READER CARD
The VME Reader cards were designed to form a dis-

tributed network of data collection nodes. To achieve this
goal, the VME Reader cards had to be incorporated into
each BLM system. The BLM system is a VME-based ar-
chitecture, composed of several cards. Each card was in-
tentionally designed to handle a predefined subset of re-
sponsibilities within the system. More specifically, the
Control card obtains and stores the sliding sums from
the Digitizer cards in circular buffers, allowing the VME
crate controller to read them at any time. Since this
communication occurs across the VME J2 backplane, the
VME Reader cards can monitor J2 activity for relevant
information. Since the cards in the crate are agnostic
to non-communicating cards connected to the backplane,
the VME Reader card can collect the data for the ML
model without interrupting the normal BLM operations.
The VME Reader cards also maintain a dedicated Ethernet
data link for the ML data collection. Figure 1 shows how
the VME Reader card fits into the BLM system architec-
ture.

VME Reader Architecture
The workhorse of VME Reader cards is a MitySOM

5CSX System on Module (SOM) by Critical Link. A car-
rier board for the SOM was designed and assembled, which:
1) mechanically fit within the existing VME architecture;
2) received appropriate clock events and machine state data
from the control system; 3) provide an Ethernet communi-
cation link; and 4) provide the SOM access to the J2 con-
nector.

In addition, the SOM comes with an Altera Cyclone V
System on Chip (SOC), memory subsystems, and an on-
board power supply. The FPGA fabric in the SOC was used
to capture relevant, synchronized data sets from the VME-
bus and then to transfer them to the dual-core ARM Cortex-
A9, colloquially named by Altera/Intel as the Hard Proces-
sor System or HPS. Once in the HPS, the data is packaged
and sent out through the Ethernet.

The system architecture was chosen to leverage the
development framework and expertise used in other dis-
tributed system projects [9]. By utilizing a SOC (instead
of an FPGA-only solution), version control as well as both
firmware and software updates are made possible using U-

Figure 2: BLM VME Reader card layout.

boot and Yocto/Linux. Also, any software or firmware
changes are pushed to the VME Reader cards remotely
through the HPS. This setup allows for future scalability as
well as rapid debug and support of the cards after deploy-
ment.

DDCP Streamer
The communication between the central ML node and

distributed data collection node is established through a
lightweight message protocol format, known as the Dis-
tributed Data Communication Protocol (DDCP) [10]. The
DDCP framework was used to address control features in
the VME Reader card, configuration of the data stream pa-
rameters, and enable the data stream.

A small collection and transmission time footprint is re-
quired for the VME Reader cards in the READS collection
scheme. The combined time for data transmission after the
data capture plus the time-of-travel on the wire, reception,
and ML model activation was specified to be no higher than
3 ms by the READS project. The time-of-travel on the wire
from the MI houses to the central node was measured to be
on average 1 ms. Since the footprint limits the practicality
of packet retransmission, the READS cards implemented a
UDP-based DDCP streamer instead of a TCP-based one.

Packet Structure
Each streamed packet from the VME reader cards con-

sists of a DDCP header and a custom payload. Moreover,
the payload contains of clock event information, the Fermi-
lab accelerator complex’s MI and RR machine state infor-
mation, and the BLM sums read from the VMEbus. To
synchronize the data streams, both epoch second and mil-
lisecond timestamps are used.
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Figure 3: VME Reader card installed on BLM Crate.

DATA COLLECTION
The VME bus reader cards were all installed, tested and

stream by early summer 2022. Figure 3 shows an installed
VME Reader on a BLM VME Crate. At that time, data
started to be collected for ML model training through a
python script.

Multi-Threaded Collection
A python DDCP library was written for this project to

help serialize and de-serialize packets. The resulting data
collection is shown in Fig. 4. To retrieve data from the VME
reader cards, multi-threaded python code was written to col-
lect the streamed UDP packets from all seven remote cards
simultaneously. Each card’s stream is monitored on a sepa-
rate socket connection and port, and data that arrives on that
port is pushed to its own synchronized queue. A monitoring
thread frequently checks the card queues’ size and structure
to ensure the expected amount of data exists in each queue
and that each data element is of the proper size. If the mon-
itor thread finds any significant discrepancies with the data,
warning messages are posted to a Slack channel used for
monitoring data collection. Another thread is tasked with
emptying each card’s queue and writing the data to file at
user-specified times of day, most often every five minutes
on the minute.

The data stream has shown sporadic millisecond delay
jitter not shown in Fig. 4 for some packets during transmis-
sion. The jitter does not affect the data stream content as the
code buffers delayed data before sending it out. The jitter
is attributed to be a side effect of working with a non-RT
version of Linux. Work is being done to replace the Linux
system with one with the RT-patch included and optimize
the streamer code.

CONCLUSION AND FUTURE WORK
This paper demonstrates the implementation of a packet

capturing node to create a dedicated channel on a VME-
based BLM readout system. The system can capture data

Figure 4: Three seconds of data from MI60S VME reader
card.

and successfully transmit packets over Ethernet with min-
imal cost and interference on the current BLM readout in-
frastructure.

Further READS work will focus on eliminating the trans-
mission jitter from the cards and building the central node
capable of making the inferences and handling the multiple
data streams.
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